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Abstract—Interference effects in the transmit $B_{1}^{+}$ field can severely degrade the image quality in high-field Magnetic Resonance Imaging (MRI). High-permittivity pads are increasingly used to counteract these effects, but designing such pads is not trivial. In this paper, we present an efficient solution methodology for this dielectric RF shimming problem. By exploiting the fact that dielectric pads form a low rank perturbation of a large-scale background model, we are able to efficiently compute $B_{1}^{+}$ fields that correspond to a wide range of different pad realizations. This allows us to efficiently design dielectric pads that eliminate the $B_{1}^{+}$-interference effects of high-field MRI. We show that significant speed up factors can be achieved compared with traditional field simulation approaches and we validate our approach against measurements. Measured and simulated realizations. This allows us to efficiently design dielectric pads in realistic MRI measurement settings.
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I. INTRODUCTION

C

LINICAL Magnetic Resonance Imaging (MRI) is a well-known noninvasive imaging modality to create detailed images of the human body. The generation of a high-quality image can be extremely challenging, however, especially when imaging body parts that are large compared with the wavelength of the Radio-Frequency (RF) field. Constructive and destructive interference effects of the RF field can severely degrade the quality of an MR image reducing its use for interpretation and diagnostics [1], [2]. Interference effects may be particularly predominant for abdominal and cardiac imaging at 3T and neurological, abdominal, and cardiac imaging at 7T [3]–[6]. The corresponding RF frequencies for 3T and 7T are 128 MHz and 298 MHz, respectively. As an illustration, Figure 1a shows the effects of interference in an head scan of a patient obtained with a 7T MRI system. Dark signal dropouts or signal voids are clearly visible and certain parts of the anatomy can simply not be distinguished. Furthermore, the increased spatial variations in the RF excitation field may also lead to an increase of the local Specific Absorption Rate (SAR).

The RF excitation field is characterized by the forward circular polarized $B_{1}^{+}$ field, defined as

$$B_{1}^{+} = \frac{B_{x} + jB_{y}}{2},$$

(1)

where $j$ is the imaginary unit, and $B_{x}$ and $B_{y}$ are the transverse $x$- and $y$-components of the frequency-domain magnetic flux density [17]. As is well known, this field flips the spins of the protons during an MRI experiment. Spatial inhomogeneities in the $B_{1}^{+}$ magnitude will therefore directly translate into spatial variations in the nutation of spins, and corresponding signal intensity in the final image.

RF shimming is a technique to tailor the RF field interference effects with the use of a transmit array or pTx (active shimming) or by using dielectric materials (passive shimming). Active shimming may require advanced coil designs and additional hardware. Dielectric shimming, on the other hand, makes use of high-permittivity dielectric pads which are relatively cheap to fabricate and can be readily integrated into the existing system architecture without any additional hardware [7].

The materials that are used for these pads typically have relative permittivity values of 80 and higher. In particular, calcium titanate powder mixed with deuterated water can be used if pads with a relative permittivity of about 110 are needed, while barium titanate powder mixed with water with a relative permittivity 300 is used if higher dielectric permittivities are required [8].

In practice, dielectric pads are placed in the vicinity of that part of the body to be imaged and a properly designed pad induces a secondary magnetic field that increases the signal in the regions of interest [9]–[15]. An example of the impact of a dielectric pad on the resulting MR image is illustrated in Figure 1b, where a dielectric pad has been placed on the right side of the head. The signal drop-outs have been eliminated and detailed structures within the right hemisphere of the brain are now clearly visible. An additional advantage of dielectric shimming is that the RF power required for excitation of the spins can be significantly reduced. In [16], for example, it is shown that by including dielectric pads in the MRI measurement setup, the RF power can be reduced by 50% while increasing the Signal-to-Noise ratio. Furthermore, dielectric pads do not influence the $B_{0}$ field distribution noticeably [12].
Designing optimal pads is a nontrivial task, however, since the homogeneity of the $B_1^+$ field is strongly dependent upon its parameters (location, constitution, and geometry). Pads are also patient specific and strongly depend upon the particular body part that is being imaged [18]. Furthermore, a straightforward design approach in which the $B_1^+$ field is determined for a range of pad parameters (so-called parameter sweeps) is far from practical, since for each realization the $B_1^+$ field inside the ROI needs to be computed using three-dimensional electromagnetic field solvers resulting in huge computational costs and computations that can even take days to complete.

In this paper, we propose a solution to this problem by computing the $B_1^+$ field in an efficient manner. This efficiency can be achieved by exploiting the fact that the dimensions of a dielectric pad are small compared with the dimensions of the background model (the body, RF shield, and RF coil). Specifically, since the body, the RF shield, and the RF coil remain fixed during pad design, we show that different pad realizations form low-rank perturbations of the background model. By computing and storing RF field responses in this background model during an offline stage, the RF fields resulting from a wide range of different pads (pads with different locations, sizes, and constitution) can be evaluated very efficiently during an online or design stage using the Sherman-Morrison-Woodbury formula [19]. By following this approach, significant speed-up factors can be achieved. In particular, for a realistic three-dimensional MRI imaging experiment of the human head, we show that speed-up factors ranging from 35 (for “large” pads) to 2000 (for “small” pads) can be achieved if we compare the computation times of our method with the time that is required to compute the RF field for each realization separately using FDTD. Furthermore, we also show that the Sherman-Morrison-Woodbury formula allows us to efficiently carry out a sensitivity analysis in which variations in the $B_1^+$ field due to variations in a pad (permittivity, geometry, etc.) can be determined. Finally, we validate our solution methodology by comparing computed $B_1^+$ fields with measured $B_1^+$ data in vivo.

II. MODELING PROCEDURE FOR DIELECTRIC PADS

As an illustrative example, we consider a typical MRI measurement setup in which the objective is to image an ROI in the right hemisphere of the brain at 7T. The configuration of interest is illustrated in Figure 2 and consists of an RF shield, an RF coil, and a human body model. To compute the RF field in this configuration, we need to solve Maxwell’s equations

$$-\nabla \times \mathbf{H} + \sigma \mathbf{E} + j\omega \mathbf{E} = -\mathbf{J}^{\text{ext}} \quad (2)$$

and

$$\nabla \times \mathbf{E} + j\omega \mu \mathbf{H} = 0, \quad (3)$$

where $\mathbf{E}$ and $\mathbf{H}$ are the desired electric and magnetic field strengths and $\mathbf{J}^{\text{ext}}$ is the external electric-current density describing the impressed current within an RF coil [20]. The conductivity, permittivity, and permeability within the domain of interest are given by $\sigma, \varepsilon,$ and $\mu = \mu_0$, respectively, where $\mu_0$ is the permeability of vacuum.

Given the complexity of this configuration, we can use a three-dimensional numerical solver to determine the RF fields. In practice, this amounts to solving the spatially discretized Maxwell system

$$(D + N)\mathbf{f} = -q \quad (4)$$

at a particular Larmor frequency $\omega$ [21]. In the above equation, $D$ is the spatial differential operator containing the discretized curl operators occurring in Maxwell’s equations and

$$N = C + j\omega M \quad (5)$$

Fig. 1. Head scan of a patient in a 7T (298 MHz) MRI system. (a) Signal drop-outs due to wavelength effects in a scan made without any dielectric pad. (b) Scan made with a dielectric pad on the right side of the head. The pad clearly resolves the signal-drop out problem in the right hemisphere of the brain.
is the medium matrix with \( C \) a medium matrix containing the conductivity values within the configuration and \( M \) a medium matrix containing the permittivity and permeability values within the computational domain. Furthermore, \( f \) is the field vector containing the components of the electric and magnetic field strength and \( q \) is a source vector containing the components of the external electric current densities as its elements. Finally, the order \( N \) of the discretized Maxwell system is equal to the total number of primary and dual grid edges in the computational domain [24]. We note that this order is typically very large especially for realistic three-dimensional configurations as considered here, usually it is in the order of \( 10^6-10^7 \). Directly solving the discretized Maxwell system for different medium matrices as is required when pads of different sizes and constitution are included can therefore be prohibitively expensive.

Dielectric pads are small compared to the dimensions of the computational domain, however, and inclusion of a dielectric pad therefore forms a small rank perturbation of the discretized Maxwell system of Eq. (4), since the position of the human body and the RF coil remain fixed. We take this observation into account by introducing the pad matrix

\[
N_{\text{pad}} = \sum_{k \in \mathcal{P}} \left[ \sigma_{\text{pad}}(r_k) + j\omega\varepsilon_{\text{pad}}(r_k) \right] e_k e_k^T,
\]

(6)

where \( \mathcal{P} = \{ k_1, k_2, ..., k_P \} \) is the index set of the pad, \( e_k \) is the \( k \)th canonical basis vector, \( r_k \) is the position vector of the \( k \)th grid edge that is occupied by the pad, and \( \sigma_{\text{pad}}(r_k) \) and \( \varepsilon_{\text{pad}}(r_k) \) are the conductivity and permittivity of the pad on the \( k \)th grid edge. The discretized Maxwell system for a configuration including a pad then becomes

\[
(D + N + N_{\text{pad}}) f = -q.
\]

(7)

We exploit the fact that the number of grid edges occupied by the pad \( P \) is much smaller than \( N \) to efficiently compute only the small rank perturbation of the system due to a dielectric pad by using the Sherman-Morrison-Woodbury formula.

(see [19], for example). To make this explicit, let us introduce the \( N \)-by-\( P \) pad support matrix \( S \) as

\[
S = \begin{bmatrix} e_{k_1} \, e_{k_2} \, \ldots \, e_{k_P} \end{bmatrix}
\]

and the reduced \( P \)-by-\( P \) pad matrix \( \tilde{N}_{\text{pad}} = \text{diag}(n) \) with its argument being a \( P \)-by-\( 1 \) vector given by

\[
n = \left[ \sigma_{\text{pad}}(r_{k_1}) + j\omega\varepsilon_{\text{pad}}(r_{k_1}), \ldots, \sigma_{\text{pad}}(r_{k_P}) + j\omega\varepsilon_{\text{pad}}(r_{k_P}) \right]^T.
\]

(9)

Here, the operation \( \text{diag}(n) \) constructs a square diagonal matrix with the elements of the vector \( n \) on its main diagonal. Using these definitions, we can also write \( N_{\text{pad}} = S\tilde{N}_{\text{pad}}S^T \) and the discretized Maxwell system with pad included becomes

\[
\left( A + S\tilde{N}_{\text{pad}}S^T \right) f = -q,
\]

(10)

where we have introduced the discretized Maxwell operator for a configuration without any pad as \( A = D + N \). Clearly, computing \( f_{\text{no pad}} = -A^{-1} q \) amounts to determining the RF field in the case that no pad is present.

To find the RF field when a pad is present, we now formally solve Eq. (10) and apply the Sherman-Morrison-Woodbury formula. We obtain

\[
f = - \left( A + S\tilde{N}_{\text{pad}}S^T \right)^{-1} q
\]

\[
= f_{\text{no pad}} + Z(1_P - \tilde{N}_{\text{pad}}S^T Z)^{-1}\tilde{N}_{\text{pad}}S^T f_{\text{no pad}},
\]

(11)

where \( 1_P \) is the identity matrix of order \( P \) and where we have introduced the so-called library matrix \( Z = -A^{-1} S \), which is a tall \( N \)-by-\( P \) matrix. Every column of \( S \) represents a unitary current forced on one edge of the pad domain, note that the birdcage does not act as a primary source in this case. The resulting fields in the domain of interest and the pad domain are stored in one column of matrix \( Z \). We refer to this matrix as a library matrix, since it can be computed offline before any actual pad inclusion. The formula we presented here does not involve any approximations. However, the inverse in the formula should be non-singular, which is normally satisfied.

Equation (11) provides us with an explicit expression for all electric and magnetic field components on the entire domain of computation. To obtain the \( B_1^+ \) field values inside the head, we need to extract the relevant components from the field vector \( f \). Suppose, for example, that the \( j \)th entry of the field vector \( f \) is equal to the \( x \)-component of the magnetic field strength at a particular location in a region of interest inside the head, while the \( k \)th entry of the field vector \( f \) contains the \( y \)-component of the magnetic field strength at the same location. The \( B_1^+ \) field at this particular location of interest is then given by

\[
r = \frac{\mu_0}{2} (e_j + j e_k).
\]

(12)

The \( B_1^+ \) field inside an entire region of interest can be obtained from the field vector by introducing a recorder vector for each location. Storing these recorder vectors as columns in the \( N \)-by-\( N_r \) recorder matrix \( R \), where \( N_r \) is the total number of locations inside the region of interest, the \( B_1^+ \) field inside this region is obtained as

\[
b_1^+ = R^T f.
\]

(13)
Substituting Eq. (11) into the above equation, we arrive at

\[ b_1^+ = b_1^{+; \text{no pad}} + R^T Z (l_p - \bar{N}_{\text{pad}} S^T Z) \bar{N}_{\text{pad}} S^T f^{\text{no pad}}, \quad (14) \]

where \( b_1^{+; \text{no pad}} = R^T f^{\text{no pad}} \) is the \( B_1^+ \) field inside the region of interest in the case that there is no pad present.

The main advantage of using the above formulation is that as soon as the library matrix \( Z \) is available, the \( B_1^+ \) field response to a wide variety of dielectric pads can be computed very efficiently, since for each particular pad only the second term in Eq. (14) needs to be evaluated. In fact, Eq. (14) suggests that we can split the design procedure for dielectric pads into an offline stage and online design stage. During the offline stage, we first identify a pad design domain that surrounds the particular part of the body to be imaged. This domain consists of all grid edges that can be occupied by a pad and we subsequently construct the library matrix \( Z \) for the selected pad design domain. As soon as the library matrix is available, we start the online design stage by computing the \( B_1^+ \) field using Eq. (14). We note that when the dimensions of the evaluated pad are smaller than that of the pad design space, we can further reduce the order of our system by including only the relevant columns of the support matrix \( Z \) and library matrix \( Z \). Therefore, the evaluation of the second term amounts to relevant columns of the support matrix.

Consequently, we can very efficiently evaluate different RF measurements as well. If \( Z \) is known to solve electromagnetic problems efficiently, although other methods are possible as well. If \( Z(\cdot, k) \) is computed using an iterative solver, then \( Z(\cdot, k - 1) \) may serve as an initial guess.

2) Online stage

- Compute the \( B_1^+ \) field for a pad of any desired shape or constitution using Eq. (14). For a pad covering \( P \) grid edges, only a small \( P \)-by-\( P \) system needs to be solved. A particular pad should be located within the preallocated pad domain, of course, since this domain determines the columns of matrix \( S \).

In Section IV we illustrate the performance of this solution procedure and compare the computed \( B_1^+ \) fields with measurements as well.

III. SENSITIVITY ANALYSIS

The RF field changes at a particular location within the human body when a pad is included in the background configuration, or when the shape, location, or constitution of the dielectric pad changes. To investigate these effects, we carry out a sensitivity analysis using the Sherman-Morison-Woodbury expression for the RF field as given by Eq. (11). This expression allows us to explicitly compute the Jacobian of the field with respect to changes in the shape, location, and contrast of the pad. In particular, writing \( b_1^+ = b_1^+(n) \) for the field as given by Eq. (14), we have

\[ b_1^+(n + \delta n) \approx b_1^+(n) + J(n) \delta n \]

for a sufficiently small contrast perturbation vector \( \delta n \), where \( J \) is the Jacobian given by

\[ J(n) = R^T Z (l_p - \bar{N}_{\text{pad}} S^T Z) \text{diag}(u_1, u_2, ..., u_m) \]

with \( u_m = e_{k_m}^T f(n) \) for \( m = 1, 2, ..., P \). The perturbation vector \( \delta n \) allows us to change the properties of the pad. We observe that with the library matrix \( Z \) at our disposal, again only a small system of order \( P \) has to be solved to determine the first-order variations in the field due to changes in contrast function values of the pad. This allows us to efficiently carry out a pad sensitivity analysis.

Moreover, the availability of the Jacobian also enables us to carry out full nonlinear Gauss-Newton-type minimization schemes for optimal dielectric pad design, see e.g. [22]. Although this will be something for future work, a first step towards pad design could be to describe a desired \( B_1^+ \) field and define a cost function as

\[ C(n) = \| b_1^+(n) - b_1^{+; \text{desired}} \|^2. \]

This cost function can be minimized for a particular pad \( n \) in an iterative fashion by linearizing \( b_1^+(n) \) and solving the normal equations to find an update direction. Specifically, having a current reconstruction \( n_i \) available, a new reconstruction is computed via the update direction \( n_i + 1 = n_i + \delta n \), where

\[ \delta n = \left[ J^H (n_i) J(n_i) \right]^{-1} J^H (n_i) \epsilon(n_i). \]

Here \( \epsilon(n_i) = b_1^+(n_i) - b_1^{+; \text{desired}} \) denotes the error of the desired field with respect to the field obtained with a pad for iteration \( i \).

IV. SIMULATIONS AND MEASUREMENTS

We illustrate the performance of our dielectric shimming procedure by evaluating the design of dielectric pads for 7T MR imaging of a local ROI in the right hemisphere of the brain. The simulated configuration is depicted in Figure 2 and consists of the head and shoulders of the male body model “Duke” from the Virtual Family dataset [23], a 7T 16-rung
dimensions of the pads, we compute the Jacobian of Eq. (16). Specifically, we select a particular grid edge in the pad domain (the $p$th grid edge, say) and determine the normalized sensitivity of the $B_1^+ \text{field}$ inside the head by computing the $p$th column of the Jacobian and normalizing this column with respect to the entry with the largest absolute value. Figure 5 shows the magnitude of the sensitivity of the $B_1^+ \text{field}$ with respect to changes in the indicated pad grid edge. This result clearly shows that the $B_1^+ \text{field}$ can indeed be affected by placing a dielectric pad on the right-hand side of the head. Sensitivity analyses for other pad grid edges can be carried out in a similar manner.

To illustrate the efficiency of the proposed method, and to illustrate that the degree of efficiency depends on the dimensions of the pads, we compute the $B_1^+ \text{fields}$ for a series of pads with different sizes. Specifically, we start with a pad that completely occupies the pad design domain and subsequently reduce its size down to 20% of the volume of the original full-sized pad (see Figure 4). For simplicity, we consider homogeneous pads only and fix the dielectric properties of the pad ($\varepsilon_{\text{pad}} = 28.5\varepsilon_0, \sigma_{\text{pad}} = 0.25 \text{ S/m}$), but we stress that our formulation allows for inhomogeneous pads with varying medium parameters as well (see Section II).

To indicate what speed up factors can be achieved with our approach, we compare the CPU time $t_1$ required by Remcom’s XFddt package to compute the $B_1^+ \text{field}$ for a particular pad with the CPU time $t_2$ needed by the online stage of the design procedure as proposed in this paper. Specifically, for a particular pad the speed up factor is defined as $S = t_1/t_2$. All CPU times are measured on a Windows 64-bit machine with an Intel Xeon CPU X5660 @ 2.80 GHz (dual core) with 48 GB internal memory and two NVIDIA Tesla K40c GPU’s.

Figure 6 shows the speed up factor for a series of concentric dielectric pads with increasing volumes. For the smallest pad...
with a volume of 20% of the volume of the total preassigned pad domain, the proposed method is approximately 2000 times faster than XFdtd. The speed up factor clearly decreases as the volume of the pad increases and we end up with a speed up factor of 35 for a pad that completely fills the pad domain (CPU times $t_1 = 300$ s and $t_2 = 8.5$ s). To illustrate the effectiveness in similar configurations, the work presented in [25] where two pads with dimensions $10 \times 14 \times 1$ cm$^3$ are used would have been computed in 6 s ($S = 50$). And the work presented in [26] where three pads with dimensions $7 \times 7 \times 0.5$ cm$^3$ are used would have been computed in 0.3 s ($S = 1000$). These large speed up factors can be achieved since we computed the library matrix $Z$ beforehand during the offline stage of our solution procedure. For the realistic 3D background model considered in this experiment (see Fig 2), we constructed almost 6000 library vectors stored as columns in matrix $Z$, where each vector results from one column of our support matrix $S$ (see Section II). This process takes approximately 26 hours on the above mentioned machine when computed using the GPU, but as soon as it is available for a fixed background consisting of the human body, RF coil, and RF shield, it allows for very efficient pad design and $B_1^+$ fields corresponding to a wide variety of pads of different sizes and constitution can be determined in a very efficient manner.

Finally, we validate our design procedure by comparing the simulated $B_1^+$ field with direct XFdtd computations and measurements. The second and third column of Figure 7 show the magnitude of the $B_1^+$ field in the coronal and transverse plane as computed by XFdtd and the proposed solution procedure for a pad that completely occupies the pad design domain ($\varepsilon_{\text{pad}} = 285\varepsilon_0$ F/m, $\sigma_{\text{pad}} = 0.25$ S/m). The exact location of the pad has been indicated in Figure 7. The right column of Figure 7 shows the relative error map in percent. The field computed directly by XFdtd and the field computed using Eq. (14) essentially coincide, since Eq. (14) is an identity. However, we do see some small errors in the error map, most of them are located in the low field areas in the vicinity of the dielectric pad. This is for some part expected, since the relative error is depicted. Remaining differences between the methods may arise from the finite convergence time used to construct the library matrix $Z$, which then causes small errors to accumulate globally. Nevertheless, the differences remain very small (at most 1%). Furthermore, Figure 9 shows the measured $B_1^+$ map obtained in vivo for the dielectric pad used in the simulations. The map was obtained using a DREAM $B_1^+$ mapping sequence with a 2.5 mm$^2$ resolution [27], a 5 mm slice thickness and preparation and imaging flip angles of 50$^\circ$ and 10$^\circ$, respectively. The measured $B_1^+$ maps are clearly in good agreement with the simulated $B_1^+$ maps and the destructive interference effect at the right-hand side of the head has been reduced significantly due to the application of the dielectric pad. Discrepancies between the measured data and simulated data arise from modeling errors that are common in both simulation methods (different body model, position of the body model, pad position, etc.) and are not related to the proposed solution method.

To show that our method holds for other constitutions of the pad as well, we take some unusual high values for the conductivity and permittivity, i.e. $\sigma_{\text{pad}} = 2.5$ S/m and $\varepsilon_{\text{pad}} = 1000\varepsilon_0$ F/m. In Figure 8 the magnitude of the electric fields are shown for a transverse slice of the head when computed with FDTD (second column) and with our proposed method (third column). The relative error map is shown in the right column where we see that the introduced errors are still very small.

V. CONCLUSION AND DISCUSSION

In this paper, we have presented an efficient forward modeling methodology for the efficient design of dielectric pads in MRI. During the design procedure, the background consisting of the RF shield, coil, and human body do not change, while the dimensions of the dielectric pads are small compared to the dimensions of the background model. Consequently, the pads form a small rank perturbation of the computational domain and the resulting RF fields can be efficiently determined by exploiting the well-known Sherman-Morrison-Woodbury formula. We stress that this formula is an identity and hence does not involve any approximations, provided that the inverse that we need to compute does exist. Our numerical experiments show that by following this approach, significant speed-up factors can be achieved compared with straightforwardly computing the RF field for each pad realization. Obviously, when the pad becomes excessively large the method might be less efficient since this would not yield a small rank perturbation with respect to the computational domain. However, such configurations are not realistic since dielectric pads are typically small compared to the human subject. Furthermore, we have validated our methodology by comparing predicted $B_1^+$ fields with full FDTD solutions and measurements carried out on a male human head. The simulated and measured field responses are in good agreement with each other, illustrating that the proposed solution methodology allows for effective pad analysis in dielectric shimming.

In our present implementation, the background model is subject dependent and different libraries have to be used for different subjects (male, female, etc.). In practice, a quick
survey scan of the patient will allow us to select a library that fits best with the posture of the patient. In future work, we will investigate to what extent it is possible to construct patient independent body models (or models that are suitable for a particular class of patients) by applying homogenization or more general model-order reduction techniques to the body models [28]. These techniques can reduce the number of libraries, thereby reducing the computational costs of the offline stage of our solution procedure. These computational costs can also be reduced by relaxing the convergence settings of the FDTD solver used for calculating these libraries, which in this work has been chosen conservatively.

Additionally, we are planning to combine our proposed solution methodology with fully nonlinear optimization schemes (Newton- or Gauss-Newton schemes, for example) to find optimal dielectric pads that minimize a differentiable objective function that measures the discrepancy between a desired and a modeled $B_1^+$ field as described briefly in Section III.

Finally, our method not only determines the magnetic field strength but also the electric field strength, the SAR within the body can be efficiently computed for a complete range of different pad designs of interest as well. More generally, the method can be fruitfully applied in any MRI setting in which electrically small materials or devices are included. The possible appearance of hotspots around implants such as deep brain stimulators, for example, could effectively be studied using our approach. With our proposed solution methodology, RF fields and derived quantities such as the SAR can be computed very efficiently for a wide range of devices or pads so long as these devices are electrically small and form a low

Fig. 7. Magnitude and error map of the $B_1^+$ field in the coronal and transverse slices through the head. Left column: magnitude of the $B_1^+$ field without any pad, second column: $B_1^+$ field as computed by Remcom’s XFdtd, third column: magnitude of the $B_1^+$ field as computed by the proposed solution procedure, right column: relative error map of the $B_1^+$ field in percent. The dielectric pad is indicated in black and has a permittivity of $285\varepsilon_0$ F/m and a conductivity of 0.25 S/m.

Fig. 8. Magnitude and error map of the electric field in the transverse slice through the head. Left column: magnitude of electric field without any pad, second column: magnitude of the electric field as computed by Remcom’s XFdtd in V/m, third column: magnitude of the electric field as computed by the proposed solution procedure in V/m, right column: relative error map of the electric field in percent. The dielectric pad is indicated in black and has a permittivity of $1000\varepsilon_0$ F/m and a conductivity of 2.5 S/m.
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